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Abstract
Blockchain technology is used in edge computing (EC) systems to solve the security problems caused by single

point of failure ( SPOF) due to data loss, task execution failure, or control by malicious nodes. However, the
disadvantage of blockchain is high latency, which contradicts the strict latency requirements of EC services. The
existing single鄄level sharded blockchain system (SLSBS) cannot provide different quality of service for different
tasks. To solve these problems, a multi鄄level sharded blockchain system (MLSBS) based on genetic algorithm
(GA) is proposed. The shards are classified according to the delay of the service, and the parameters such as the
shard size of different shards are different. Using the GA, the MLSBS obtains the optimal resource allocation
strategy that achieves maximum security. Simulation results show that the proposed scheme outperforms SLSBS.

Keywords摇 edge computing (EC), blockchain, sharding, security, latency

Received date: 21鄄06鄄2021
Corresponding author: Tang Bihua, E鄄mail: bhtang@ bupt. edu. cn
DOI: 10. 19682 / j. cnki. 1005鄄8885. 2021. 0031

1摇 Introduction

摇 EC servers provide computing and storage resources
for terminals with limited capabilities and process
terminal offloading tasks with low latency, which is
essential for compute鄄intensive and delay鄄sensitive
applications. Compared with centralized cloud
computing, EC systems improve availability and reduce
latency by outsourcing data processing to the edge of
the network, making data processing closer to users
[1]. However, the EC system has security problems
[2]. If the EC server goes offline, users will not be
able to access the data stored on the server, and
offloaded tasks cannot be processed. Besides, the EC
server may be attacked, the data stored in it may be
modified or abused by attackers, and the computational

tasks offloaded by the terminal may be executed
incorrectly or denied, so the reliability of the
computing task result cannot be guaranteed.
摇 To address the above issues, blockchain is widely
considered as a promising solution that can build a
secure and efficient environment for data storing,
processing, and sharing [3]. Blockchain is essentially
a distributed ledger shared on the whole blockchain
system [ 4 ], and can provide data integrity,
availability, and reliability, which enable various
valuable Internet of things ( IoT) applications, such
as, Internet of vehicles, content delivery, etc. [5 -
6]. Although blockchain technology brings significant
benefits, it is challenging for blockchain systems to
provide the necessary scalability to meet the high
throughput and low latency requirements of EC
systems. The poor scalability of blockchain became an
obstacle to its application in EC systems [ 7 ].
Throughput and latency are considered to be important
indicators for measuring the scalability of the
blockchain. The scalability of the existing public



Issue 5 Liu Qiao, et al. / Multi鄄level sharded blockchain system for edge computing

blockchain is still insufficient to deal with high鄄
frequency transactions and delay鄄sensitive scenarios.
Bitcoin generates a block every ten minutes, and the
transaction throughput is 7 transactions per second (tx / s),
and the throughput of Ethereum is 15 tx / s. Many
methods were proposed to improve scalability, which
can be divided into two categories. One is the on鄄chain
scaling solution, with improvements in the data layer
[8], consensus layer [9], and network layer [10 -
15]. The other is the off鄄chain scaling solution that
aims at reducing the redundancy of the main chain,
such as Lightning Network [16], Plasma [17], etc.

Sharding is considered one of the most effective
horizontal scaling solutions so far. By dividing the
nodes into different groups, called shards, all peer
nodes in a group undertake three types of resources of
shard鄄communication, data storage, and computing,
while each participating node undertakes all overheads
in the traditional non鄄sharded blockchain. Each shard
will be working on a different set of transactions, rather
than the entire network processing the same
transactions, thus reducing redundancy. Multiple
shards working in parallel increase transaction
throughput and reduce latency, yet potentially
compromise the security. Many studies were carried
out to apply sharding technology to blockchain EC
systems to improve throughput and security [18 - 20].
In the case of sharding, scalability can be increased,
but security may be compromised due to a single shard
takeover attack, where the percentage of malicious
nodes in a shard exceeds the maximum allowable
percentage. Besides, tasks offloaded to EC servers are
sensitive to delay and have different delay
requirements, so the existing single鄄level sharding
scheme is not applicable. Therefore, while meeting the
delay requirements of different tasks, it is essential to
find a suitable solution to improve the safety of the
offloaded tasks as much as possible.

To solve the above problem, MLSBS was proposed to
optimize security while meeting the various delay
requirements of offloaded tasks. The main contributions
of this paper are described as following.
摇 1) A MLSBS supporting EC is proposed. For tasks
with different delay requirements in the IoT, the
MLSBS provides multiple levels of the shards to serve

tasks with different delay thresholds. Simulation results
show that the MLSBS outperforms the existing single鄄
level sharding scheme.
摇 2) Latency and security of the MLSBS were
mathematically analysed. The queuing model is built to
get the latency of the task being processed by the
system. Simulation results show that there is a tradeoff
between latency and security.
摇 3) Security of the MLSBS was compared with GA
and allocating resources based on traffic proportions.
Simulation results show that the GA can achieve higher
security.
摇 The remaining parts of this paper are organized as
follows. Sect. 2 describes the MLSBS for EC. A
performance analysis of the MLSBS is given in Sect. 3.
Sect. 4 describes the GA used to allocate the EC
servers to each level of shards. Sect. 5 compares the
performance of the MLSBS and SLSBS. Moreover,
Sect. 5 compares the performance of resource allocation
scheme, based on GA and that based on the proportion
of traffic. Finally, conclusions are drawn in Sect. 6.

2摇 System model

In this section, the structure of the MLSBS
supporting EC is introduced.

2. 1摇 MLSBS supporting EC

摇 Based on the three鄄tier architecture of the EC system
[21], MLSBS supporting EC is proposed, as shown in
Fig. 1.
摇 In Fig. 1, the structure is divided into three layers.
The lowest layer is composed of the terminals of various
application sectors (e. g. , smart factory, smart home,
smart vehicle, etc. ) . Tasks generated by the terminals
are offloaded to edge nodes for processing.

The middle layer consists of base stations ( BS)
equipped with EC servers. To efficiently handle
significantly large amounts of tasks offloaded from the
IoT devices, a sharded blockchain is used to process
numerous tasks in parallel manner. Different tasks
have various delay requirements, so edge nodes are
clustered into different shard groups and divided into
multiple levels with service rates as classification
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standards. The shard parameters of different levels
(such as shard size, block size, etc. ) are different to
provide services for tasks with different delay
thresholds. Each shard independently creates blocks
and verifies the blocks through intra鄄shard consensus.
The tasks that are offloaded to the EC server are
allocated to the corresponding shards according to the
delay requirements of the tasks. The computational
tasks are processed and packaged with the results into
blocks. The new block is broadcast to the shard蒺s

internal network, and after the nodes reach a
consensus, it is linked to the sharded blockchain.
摇 The upper layer is composed of cloud servers. The
processed tasks at the EC server layer are uploaded to
the cloud servers for backup to ensure that all data are
available when the dynamic sharding scheme is used.
The shards should be reshuffled every epoch to prevent
malicious validators from participating in a particular
shard for a long period, which may damage the security
of the shard.

Fig. 1摇 MLSBS for EC
摇

2郾 2摇 Identity setup and shard clustering

摇 All EC servers act as peers in the blockchain
network. All peer nodes should be clustered into
different shard groups and responsible for serving a
disjoint subset of tasks. Compared with the non鄄
sharded blockchain, the number of peer nodes in each

shard is reduced, reducing the attacker蒺s attack cost
and increasing the probability of successful attack.
Moreover, if the result of shard clustering is
predictable, the malicious nodes will collude to initiate
a single shard takeover attack, which degrades the
security of the blockchain. Therefore, a shard
clustering architecture is adopted in this paper to
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allocate EC servers to shards in a random way.
摇 Firstly, each peer node generates its identity ( ID)
by using a verifiable random function (VRF). VRF is
an encryption scheme that maps the input to a
verifiable pseudo鄄random output, which is
unpredictable and verifiable. Each edge node takes the
public random number of the whole network and its
private key as the input of VRF, and obtains a random
value as its ID and a proof. With zero鄄knowledge
proof, the legitimacy of the node ID can be guaranteed
through the proof of the node蒺s public key and its VRF
output, that is, it can be proved that the random value
is generated by the node without knowing the node蒺s
private key.
摇 Secondly, the shard number of each node is obtained
according to the ID set of all nodes and the number of
shards required. Each node knows its shard number
after the ID computations, and nodes of the same shard
should set up a point鄄to鄄point connection. The shard
clustering process is shown in Fig. 2.

Fig. 2摇 The shard clustering process
摇

2. 3摇 Intra鄄shard consensus

摇 After the shard clustering, each node receives its
task pool. Tasks are evenly distributed to the
corresponding level of shards according to the latency
requirements. Each shard processes tasks
independently, creates shard blocks and performs a
local consensus process. The internal structure of a
single shard is shown in Fig. 3.

Fig. 3摇 Structure of a single shard
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摇 The existing consensus protocols are mainly divided
into two categories, competition鄄based consensus
algorithms, and Byzantine fault tolerance (BFT)鄄based
consensus algorithms. Competition鄄based consensus
algorithms cannot guarantee the finality of a new block
and may fork the blockchain. Multiple forks must be
temporarily stored until the node determines which fork
is valid ultimately. The competition鄄based consensus
protocol chooses a longer chain to preserve the vitality
of the blockchain. The BFT鄄based consensus protocol
will exchange data between a small group of
authenticated nodes ( called replica nodes ) before
validating a new block and making a final decision,
and designate a node to generate the new block to
ensure consistency. Typical is the practical BFT
(PBFT) consensus algorithm, widely used in many
blockchain systems. The PBFT consensus algorithm
can include at most F malicious nodes in N nodes
based on the relationship of (3F + 1)臆N to ensure the
security of the consensus process [ 22 ]. Compared
with the competition鄄based mechanism, the PBFT
consensus algorithm has the advantages of non鄄fork,
low resource consumption, and high throughput.
摇 Because the consensus process is the main reason for
the increase in latency of the blockchain鄄enabled EC
system compared with the existing EC system.
Therefore, under the premise of ensuring certain
security, each shard executes the PBFT consensus
process to reduce delay in the MLSBS. Intra鄄shard
consensus process [23] is shown in Fig. 4.

Fig. 4摇 Intra鄄shard consensus process
摇

3摇 Performance analysis

摇 The latency and security of the MLSBS are analyzed

in this section. Task delay refers to the time from when
the terminal generates a task to when the edge network
processes the task and returns the result to the
terminal. A secure task refers to the fact that the
processing result of a task can reach a consensus among
the honest nodes in the shard. Therefore, this paper
defines the security of a task as the probability that the
task is assigned to a secure shard.

3郾 1摇 Security

摇 A shard is unsafe which means that the number of
malicious nodes in the shard exceeds the malicious
nodes limit. The hypergeometric distribution proposed
in Ref. [24] described the number of malicious nodes
in each shard to obtain its probability distribution. Let
X i denote the number of malicious nodes in shard i and
P(X i = fi) denote the probability that shard i contains
fi malicious nodes.
摇 Suppose the total number of EC servers in the whole
network is N, the ratio of malicious nodes is a, that is,
the total number of malicious nodes is F = aN. MLSBS
split N nodes into K shards, and shard i is allocated
ns,i nodes. In one epoch, if some edge nodes are not
assigned to a certain shard, they will not participate in
the consensus process of any shard in this period, and
can only have the opportunity to join the shard when
this epoch is over and the shard is reorganized and start
the next epoch.
摇 The distribution of the number of malicious nodes in
the first shard can be modelled by the hypergeometric
distribution with the parameters, N, F and ns,1 .

P(X1 = f1) = h(N,F,ns,1,f1) =
Cns,1 - f1

N - F C f1
F

Cns,1
N

(1)

摇 According to the law of total probability, the
distribution of the number of malicious nodes in the
second shard can be expressed as

P(X2 = f2) = 移
f1 = min{ns,1,F}

f1 = 0
[P(X1 = f1)·

P(X2 = f2 |X1 = f1)] = 移
f1 = min{ns,1,F}

f1 = 0
[P(X1 = f1)·

h(N - ns,1,F - f1,ns,2,f2)] =

移
f1 = min{ns,1,F}

f1 =
[

0

Cns,1 - f1
N - F C f1

F

Cns,1
N

Cns,2 - f2
N - (F - f1)C

f2
F - f1

Cns,2
N - n

]
1

(2)
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摇 Similarly, the distribution of the number of malicious
nodes in shard i can be expressed as

P(X i = fi) = 移
f1 = min{ns,1,F}

f1 = 0
. . . 移

fk-1 = min{ns,k-1,F}

fi-1 =
[

0
h(N,F,

ns,1,f1 ) (. . . h N - 移
i -1

1
ns,i,F - 移

i -1

1
fi,ns,i,

f ) ]i (3)

摇 A task is considered unsafe when it is offloaded to an
unsafe shard. Since tasks are randomly assigned to
shards that meet latency requirements, the security of
tasks is closely related to the proportion of secure
shards in the system.
摇 There are L delay thresholds for tasks offloaded in
the EC system, and the delay level l contains Hl

shards. Let Yl denote the random variable
corresponding to the number of safe shards in the delay
level l and P(Yl = hl) denote the probability that the
subsystem l contains hl safe shards. To consider all
possible outcomes, the joint hypergeometric
distribution is considered, which is expressed as

P(Yl = hl) =移 . . . 移 (P X i1臆
ni1 - 1

3 , . . . ,

X i2臆
ni2 - 1

3 , ). . . ;摇 l沂{1,2,. . . ,L},

i1屹i2,i1,i2沂{1,2,. . . ,Hl} (4)
where X i1 and X i2 are the number of malicious nodes in
the shard i1 and i2, respectively. The right side of Eq. (4)
represents the probability that there are Hl secure
shards in level l after all nodes are randomly sharded.
摇 Finally, the success probability of tasks in the delay
level l can be expressed as

Ps,l = 移
Hl

hl =
[

0

hl

Hl
P(Yl = hl ]) (5)

3. 2摇 Latency

摇 The task delay is the time required from the task
generation to the sharded blockchain returning the
result to the terminal. The total time consumption Dt

for completing a task includes transmitting the
offloading request and the response DTx, processing
tasks including consensus and packaging Dp . The total
delay for a task is
Dt = DTx + Dp (6)

摇 1 ) The time consumption for transmitting the
offloading request and response. The total time
consumed by transmitting the offloading request with
data of size b from the terminal to the BS and the
response with data of size q from the BS to the terminal
is expressed as

DTx =
b

RMB
+ q
RBM

(7)

where RMB denotes the average uplink data transmission
rate from the terminal to the BS, and RBM denotes the
average downlink data transmission rate from the BS to
the terminal.
摇 2 ) The time consumption for processing tasks.
Based on the blockchain queuing model, the process
includes two stages: packing it into a new block DPK

and executing the consensus procedure Dc .
Dp = Dpk + Dc (8)
摇 The primary node validates the received offloading
request and calculates the task, packs the task, and
results as a transaction to create a new block, which is
then broadcast to other peers in the shard for
consensus. The blocks are linked together in a first鄄
come, first鄄served ( FCFS) order to form the shard
chain.
摇 Queueing model with two queueing systems is shown
in Fig. 5. Each shard is responsible for the tasks
generated by m terminals. The tasks generated by the
m忆th terminal follow Poisson distribution with rate 姿m,
and the task generation process for terminals is
mutually independent. According to the synthesis of
Poisson distribution, the synthesis of m Poisson
distribution processes is still Poisson distribution, and
its rate is 姿pk = 姿1 + 姿2 + . . . + 姿m忆 + . . . 姿m .

Fig. 5摇 Queueing model for tasks processed in a
blockchain network

摇

摇 When a task begins to be executed and packed at the
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primary node, it must wait in a queue, which includes
all pending tasks that arrived before it. According to
queueing theory [25], the procedure was modelled on
an M / M / 1 queueing system.
摇 When the offloading requests are received, the
primary node verifies the signature of each request and
executes the tasks. Assuming that this procedure
follows exponential distribution with rate 滋1, the time
consumed for the primary node to process and pack a
task is
1
滋1

= 茁 + 兹
c (9)

where, 兹 and 茁 denote central processing unit (CPU)
cycles consumed by verifying the signature and
executing the tasks. c denotes the computing power of
EC servers.
摇 Therefore, the time consumed by executing and
packing a task is

Dpk = 1
滋1 - 姿pk

(10)

摇 During the consensus process to verify a new block,
the block producer creates a block, for each block
interval period Ti . Therefore, the block arrives the
consensus network with rate 姿c = 1 / Ti and the number
of tasks packaging in a block is M = 姿pk Ti . If the
average transaction size is b, the block header size is
BH, then the size of a block is B =Mb + BH .
摇 The consensus process consists of message
propagation, message generation / verification, and task
execution for checking the calculation results.
Therefore, the total consensus time consists of the
following factors.

Tc =
1
滋2

= Tp + Tv + Te (11)

where Tp, Tv and Te are the message propagation,
message validation, and task execution delay of the
intra鄄shard consensus process, respectively. Tp and Tv

refer to the delay analysis method proposed in
Ref [24].
摇 Step 1 摇 Pre鄄prepare. At the start of the initial
consensus in each shard, the primary node packages M
tasks into a block and broadcasts the block to the
replica nodes. Assuming that a shard contains n peer
nodes. After the primary node completes the packing

step, n - 1 messages authentiation code (MACs) are
generated and the pre鄄prepare message is sent to the
replica nodes.
摇 Step 2 摇 Prepare. Each replica node receives the
pre鄄prepare message and verifies a single MAC and
executes these M tasks contained in the block. If the
execution results of the replica node are the same as
that in the block, n - 1 MACs are generated, and a
prepare message is generated and sent to other peers.
摇 Step 3 摇 Commit. All nodes exchange messages to
block verification. The primary node receives n - 1
prepare messages while each replica node receives n -
2 prepare messages and all nodes process MAC
operations of all messages. Only when the node
receives the prepare message sent by more than 2 / 3 of
the nodes, it generates n - 1 MACs, and sends a
commit message to other nodes.
摇 Step 4摇 Reply. All nodes verify n - 1 MACs. When
receiving a commit message sent by more than 2 / 3 of
the nodes means that most of the nodes in the network
have reached a consensus on the block, nodes update
their sharded blockchain and send task execution
responses to the clients and send the shard block to the
cloud server.
摇 In summary, the primary node performs a total of
4(n - 1) MAC operations while a replica node
performs M tasks execution and 4 ( n - 1 ) MAC
operations. Then, the time consumption for validating
message is

Tv =
4(n - 1)琢

c (12)

摇 The time consumption for executing tasks is

Te =
M茁
c (13)

where 琢 and 茁 represent central processing unit (CPU)
cycles consumed by task calculation and MAC
operation respectively.
摇 Next, the message propagation delay is the time that
it takes for a message to reach the destination node
during the consensus steps including pre鄄prepare,
prepare and commit. Note that a timeout 灼 is set in
each step to prevent unresponsive nodes from delaying
the consensus process excessively. Replica nodes that
do not respond within the timeout 灼 are considered to
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have a rejected opinion of the corresponding consensus
step. Then, the propagation delay of the request for
each intra鄄shard consensus step is

Tp {= min max
nd1屹nd2

B
Rnd1,nd2

, }灼 {+ min max
nd2屹nd3

B
Rnd2,nd3

, }灼 +

{min max
nd1屹nd3

B
Rnd1,nd3

, }灼 (14)

where nd1 and nd2 represent the nd1 th and nd2 th node,
respectively. Rnd1,nd2 denotes data transmission rate
between node nd1 and nd2 .
摇 Finally, the total consensus time of a shard is

Tc =
1
滋2

= Tp + Tv + Te {= min max
nd1屹nd2

B
Rnd1,nd2

, }灼 +

{min max
nd2屹nd3

B
Rnd2,nd3

, }灼 {+ min max
nd1屹nd3

B
Rnd1,nd3

, }灼 +

4(n - 1)琢
c +M茁

c (15)

摇 Let A denotes the number of blocks that have
reached a consensus within a block interval Ti . By
assuming the time consumed by consensus follows
exponential distribution with rate 滋2, the number of
completed blocks within a block interval A satisfies the
Poisson distribution with rate 滋2Ti, and can be
expressed as

sk = P{A = k} =
(滋2Ti) k

k! e - 滋2Ti (16)

摇 Ew denotes the number of the kth blocks that stay in
the consensus network when the block producer
generates the wth block. Ew is taken as the state and a
discrete鄄time Markov chain is established. The state
transition occurs when a new block is generated. The
probability of Ew = j is related to sn - 1 and A. The
relationship is
Ew = Ew - 1 + 1 - A;摇 0臆A臆Ew - 1,w逸1 (17)
摇 The initial state of the consensus subsystem is 0 ( i.
e. E0 = 0). At this time, the verification subsystem
starts to pack and create new blocks, but there is no
block to be processed in the consensus subsystem.
When the first block is generated, the state of the
consensus subsystem transitions to 1 (that is, E1 = 1).
If the consensus subsystem does not finish processing
this block within the second block interval, then when
the second block is generated, there are two blocks in
the consensus subsystem ( i. e. , E2 = 2); otherwise,

there is one block in the consensus subsystem ( i. e. ,
E2 = 1 ). By analogy, the state transition of the
discrete鄄time Markov chain is shown in Fig. 6.

Fig. 6摇 State transition of the consensus network
摇

摇 The steady鄄state equation of the discrete鄄time
Markov chain is

Pw = 移
肄

k = w-1
( sk-w+1Pk);摇 w > 1

P1 = 移
肄

k =
(

1
1 - 移

k-1

w = 0
s )w Pk

移
肄

k = 0
Pk =

ü

þ

ý

ï
ï
ï

ï
ï
ï1

(18)

摇 According to the steady鄄state equation, the
stationary distribution of the number of blocks in the
consensus network is obtained. Then, the average
number of blocks in the waiting queue in the consensus
subsystem is obtained as

Lq = 移
肄

w = 1
(w - 1)Pw = 移

肄

w = 1
wPw - 1 + P0 (19)

摇 According to Little蒺s theorem, the average waiting
time can be obtained as

Taw =
Lq

姿c
= LqTi (20)

摇 Finally, the average time consumed for a block
consensus can be expressed as

Dc = Taw + 1
滋2

= Taw + Tc (21)

4摇 Optimal resource allocation algorithm

4. 1摇 Optimization problem

摇 The aim is to maximize the total security of tasks
gained by all level shards in the blockchain鄄enabled
EC system. It needs to define an appropriate system
revenue function to judge the pros and cons of the
resource allocation strategy to comprehensively consider
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the security of the tasks with multiple delay thresholds
in the system. When the total number of EC servers is
limited, the higher the frequency of arrival tasks with a
certain delay threshold Dth, the more EC servers the
system should allocate to this level of shards for
improving the total security of tasks.
摇 The weighted sum of the security of tasks with
multiple delay thresholds is used as the overall
optimization goal, and the generation rate of tasks is
used as the weight. The task with a high task arrival
rate has a larger weight. Objective function is

max
N

Smax = 移
L

l = 1

姿 l

姿 Sl

s. t.

摇 摇 移
L

l = 1
Nl = 移

L

l = 1
nlHl 臆 N

摇 摇 tl 臆 Dth;摇 l = 1,2,. . . ,

ü

þ

ý

ï
ï
ïï

ï
ï
ïï

L

(22)

where N denotes the number of EC servers. nl and Hl

are the size of a shard and the number of shards of the
level l, respectively. Then, the total resources
allocated to level l denoted by Nl . Let 姿 l denote the
arrival rate of shard level l, and 姿 is the total arrival
rate of all tasks with different delay thresholds, namely

姿 = 移
L

l = 1
姿 l . Sl denotes the security of tasks offloaded

to shard level l.
摇 The first constraint indicates that the number of EC
servers allocated to all levels cannot exceed the total
resources available in the whole network. By defining
the actual delay of the task offloaded to level l as tl and
the delay threshold of the task as Dth, the second
constraint restricts the actual delay of tasks processed
cannot exceed the maximum latency allowed.

4郾 2摇 Optimization algorithm using GA

摇 The optimization problem belongs to a mixed鄄integer
optimization problem because the value of Nl is integer
and ranges from 0 to N. GA is a random search
algorithm that solves complex problems by imitating
biological evolution [26]. There are multiple levels of
the shard and the total resources are limited in the
MLSBS. Allocating resources to multiple subsystems to
optimize security is a boxing problem in a typical
combinatorial optimization problem. GA is adopted in

the evolution process of each population, which
iteratively searches for the solution of the problem,
updates the population, and makes the individuals
(called chromosomes) in the population denser around
the optimal solution. Chromosomes are potential
solutions to the problem, and gradually get improved
through selection, crossover, mutation, and fitness
evaluation in every iteration. Finally, the optimal
solution ( or near鄄global solution) can be found after
multiple iterations.
摇 1) Chromosome representation
摇 A chromosome aq忆 = (N1,N2,. . . ,NL ), q忆 = 1,
2,. . . ,Q忆, is a sequence, which is serially filled with
the number of EC servers allocated to the shard level l
denoted by Nl . Note that Nl is constrained by the total
available resources. The value of Nl is expressed by
using R bits, which can be scaled based on the total
number of EC servers.
摇 2) Population initialization
摇 A population Q including Q忆 chromosomes is
initialized at the start of GA. The chromosomes are
randomly generated, but they must satisfy all
constraints.
摇 3) Fitness evaluation
摇 The fitness evaluation aims to evaluate the quality of
the chromosomes in the population. The fitness of a
chromosome is the value computed from a fitness
function. Note that, the higher fitness is, the higher
the quality of the chromosome will be.
摇 The fitness function is derived from Eq. (22) of the
optimization problem attached by a barrier mechanism
to punish the chromosomes which violate any of the
constraints. The fitness function is

z =移
L

l = 1

姿 l

姿 Sl { {- min 0,N - 移
L

l = 1
N }l 啄 +

移
L

l = 1
min{0,Dth - tl }} (23)

where 啄 is a very large positive number.
摇 4) Selection
摇 The roulette method is used to promote the average
quality of the population. The probability of a
chromosome being selected is directly proportional to
its fitness score. Similar to that a disk is divided into
many parts evenly, the chromosomes with high fitness
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score occupy more shares on the disk, turn the pointer
of the disk, and the individuals finally pointed to will
be selected. In this way, the chromosomes with high
fitness score have a better chance of being selected
from the current population through the selection
process.
摇 5) Crossover
摇 Two offspring chromosomes are generated from the
crossover of two selected chromosomes. In the process
of crossover, GA chooses several locations in the
chromosome with a probability Pc = 0郾 7, then
exchanges the two bits on the same location of the two
chromosomes.
摇 6) Mutation
摇 In order to prevent the solutions represented by the
chromosomes from converging into a local optimal
point, bits at random locations of some chromosomes
are turned over with a probability Pm = 0郾 06 in the
process of mutation.
摇 After the crossover and mutation, some solutions
may break the limited resources constraint. Rescale the
resource allocation solution to satisfy the constraints.
摇 The workflow of the GA is shown in Algorithm 1.

Algorithm 1摇 Allocation resources by using GA

01摇 initialize Q;
02摇 carry out fitness evaluation for each chromosome in Q to get

fitness(Q);
03摇 fitnesscurrent = max{fitness(Q)};
04摇 loop
05摇 摇 fitnesslast = fitnesscurrent;椅 fitnesslast and fitnesscurrent are

the last iteration and current iteration variables that store
the maximum fitness value in Q

06摇 摇 carry out selection using the stochastic tournament
method;

07摇 摇 carry out crossover with probability pc;
08摇 摇 carry out mutation with probability pm, finally get a new

population Q忆;
09摇 摇 carry out fitness evaluation for each chromosome in Q忆;
10摇 摇 fitnesscurrent = max{fitness(Q忆)}
11 摇 摇 摇 if fitnesslast - fitnesscurrent fitnesscurrent 臆着椅the

gap between fitnesslast and fitnesscurrent is close
enough

12摇 摇 摇 摇 摇 break;
13摇 摇 摇 end if
14摇 end loop

15摇 choose the chromosome which has the maximum fitness
value in the population, then get optimal benefit directly
and decode the optimal resource allocation scheme.

5摇 Simulation results and analysis

5郾 1摇 Simulation settings

The settings of parameters used in simulations are
shown in Table 1.

Table 1摇 Simulation parameters

Parameter Value

m [5,200]

姿m / s [0郾 1,10]

Rnd1,nd2 / (MB·s -1) [10,20]

RMB / (MB·s - 1) [1郾 5,3郾 5]

RMB / (MB·s - 1) [3郾 5,5郾 5]

N 300

BH / B 80

Parameter Value

兹 / MHz 2

琢 / MHz 1

茁 / MHz [10,100]

c / GHz [10,30]

b / kB [1,10]

q / kB [0郾 2,2]

摇 The performance of the MLSBS is compared to the
SLSBS in terms of the total security of tasks. The
performance analysis is based on the following two
benchmarking schemes.
摇 1 ) SLSBS: the parameters of all shards are the
same, and the shards蒺 processing tasks have the same
latency.
摇 2 ) MLSBS with allocating resources proportionally
according to the number of tasks with different delay
thresholds.
摇 Assume that the EC system contains tasks with a
delay threshold of 0郾 1 s, 0郾 5 s, and 1郾 0 s, and the
actual value is determined by the specific application.
In the SLSBS, all parameters of shards are the same
and the service quality is the same. The delay of all
shards processing tasks must not exceed the minimum
delay threshold ( i. e. , 0郾 1 s ) to meet the delay
requirements of all tasks.

5郾 2摇 Security analysis

摇 A method of repeated trials is used to estimate the
security as shown in Eq. (5). In particular, an array
of F malicious nodes and N - F honest nodes were
established and distributed to all shards randomly.
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Then, the number of malicious nodes in each shard is
counted. If the number of malicious nodes in a shard
exceeds 1 / 3, the shard will be unsafe. Otherwise, the
shard is safe. Once this procedure is complete, the
ratio of safe shards for each level can be obtained. To
consider all the possibilities, this trial is repeated a
large number of times. After repeating this procedure,
the estimated expectation of the proportion of safe
shards for each level can be obtained.
摇 Fig. 7 demonstrates the convergence of Algorithm 1
in solving the resource allocation problem with
maximum system security denoted by Smax of the tasks.
In Fig. 7, the total number of edge nodes is 300, each
BS covers 50 terminals and the ratio of malicious nodes
is 10% . The simulation results show that with the
increase of iterations, the resource allocation scheme is
closer to the scheme with higher Smax, finally, the
maximum value Smax is 0郾 991 5.

Fig. 7摇 Security and convergence trend analysis
摇

摇 1 ) Impact of the ratio of the malicious nodes on
security.
摇 Fig. 8 shows Smax changed when the malicious nodes
are injected into the blockchain validators. The task
generation rate of the three delay thresholds is the
same. As the ratio of the malicious nodes in the system
increases, the probability of malicious nodes being
selected increases, resulting in a failed shard that
causes the security to drop. On the other hand, the
MLSBS is superior to the SLSBS in terms of security,
and as the proportion of malicious nodes increases, the
advantages of MLSBS become more obvious. When the
proportion of malicious nodes is 10% , the Smax of the
proposed scheme is 4郾 5% , higher than that of the

SLSBS. As the proportion of the malicious nodes
increases to 20% , the Smax improvement ratio reaches
14% . Using SLSBS, when tasks with multiple delay
thresholds are offloaded to edge nodes, the actual delay
of the shard processing task must be less than the
minimum delay threshold to meet the delay thresholds
of all tasks, which leads to a smaller range of optional
shard sizes. The MLSBS can meet the different delay
threshold requirements of the task by providing shards
of various sizes. The size of the shards for tasks with
loose delay requirements can be larger. The larger the
shard size, the more secure the task, so the security of
the MLSBS is better than that of the SLSBS.

Fig. 8摇 Security changes with malicious nodes injection
摇

摇 Fig. 8 illustrates that the MLSBS based on GA
algorithm outperforms the scheme of allocating
resources proportionally according to the proportion of
tasks in terms of security. When the ratio of malicious
nodes is 20% , the security of the MLSBS based on the
GA algorithm is 2郾 6% higher than that of the MLSBS
based on the tasks蒺 proportion. Both of these methods
can allocate resources according to the task composition
of different delay thresholds in the current network, but
the use of GA for resource allocation can find the
optimal resource allocation scheme. When the traffic of
a shard is same, security of service of the shard
providing low latency service is worse than that of the
shard providing high latency service. This is because
the former allows the shard to contain fewer peers. The
security of a certain level of shard can be improved by
increasing the size of the shard. But the system needs
to increase the number of shards at this level to reduce
the tasks processed by each shard to ensure the delay
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less than threshold. When GA is used to allocate
resources for each level, the security of service with
the large delay threshold can be ensured, and the edge
nodes of the service with the small delay threshold can
be appropriately allocated to improve the security of
service. Therefore, the achieved Smax by using GA is
higher than that by allocating resources proportionally.
摇 2) Impact of the number of terminals covered by
each BS on security.
摇 As shown in Fig. 9, the security via the three
schemes with different numbers of terminals are
measured. In the simulations, the number of terminals m
increase from 10 to 100. Each terminal generates one task
per second and the ratio of malicious nodes is 20% .

Fig. 9摇 Security changes with the increase of the
number of terminals

摇

摇 Fig. 9 shows that security of these three schemes
decreases as the number of terminals increases. The
number of terminals covered by each BS influences the
sum of the tasks generated by the terminals and the
task arrival rate of shards. The more the number of
terminals, the higher the task arrival rate of shards,
and the greater the queuing delay of tasks in the
packaging system. Consensus delay can be reduced by
reducing the nodes included in a shard to meet the
delay threshold. Given the ratio of the malicious
nodes, the smaller the size of a shard, the higher the
probability that the ratio of malicious nodes in the
shard will exceed 1 / 3, and the lower the proportion of
safe shards, resulting in a decrease in the security of
tasks. In the SLSBS, when m = 60, the shard size is 1
to meet the delay threshold of 0. 1s, which means that
the scheme degenerates into a blockchain鄄disabled EC
scheme. The security of tasks is the ratio of honest

nodes 1 - a. Therefore, when the number of terminals
continues to increase, security remains unchanged until
blockchain鄄disabled EC solutions cannot meet the delay
requirements of the tasks.
摇 3) Impact of the ratio of delay鄄sensitive tasks on
security.
摇 Fig. 10 shows the security changed as the ratio of
delay鄄sensitive ( delay threshold is 0郾 1 s ) tasks
increases. As the proportion of the delay鄄sensitive
tasks increases, the security of all tasks decreases.
Delay鄄sensitive tasks require the blockchain to process
tasks faster and allow fewer nodes in a shard, which
degrades security. From Fig. 10, it can be seen that
the higher the proportion of delay鄄sensitive tasks, the
worse the security of all tasks in the system.

Fig. 10摇 Security changes with the increase of the
proportion of delay sensitive tasks

摇

6摇 Conclusions and future work

摇 MLSBS based on GA algorithm is proposed to
support EC. This solution provides multiple services for
tasks with various delay requirements, and maximizes
the security of tasks by combining GA with adaptive
resource allocation. Probability theory and queuing
theory are used to analyze the impact of queuing delay
on security and task delay, caused by a large number
of tasks offloading requests. The simulation results show
that the GA鄄based MLSBS results in an improved
security performance compared to SLSBS and the
scheme of allocating resources proportionally in a
multiple types of task scenario. The MLSBS can be
extended to maximize the scalability of other systems
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that also have different security requirements.
Moreover, tasks in the EC system have different
priority. In the case of limited resources, priority will
be given to the allocation of resources to important
applications. Future research needs to consider the
priority of tasks and maximize system performance.
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