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Abstract
摇 The local directional pattern (LDP) is unsusceptible to random noise which is widely used in texture extraction of
face region. LDP cannot encode the central pixel thus the important information will be lost. Thus a new feature
descriptor called extended local directional pattern (ELDP) is proposed for face extraction. First, the mean value
of the eight directional edge response values and the gray value of center pixel are calculated. Second, the mean
value is taken as the threshold. Then, the expression image is encoded using nine encoded values. In order to
reduce redundant information and get more effective information, the Gabor filter is used to obtain the multi鄄
direction Gabor magnitude maps (GMMs), and then the ELDP is used to encode the GMMs. Finally, support
vector machine (SVM) is applied to classify and recognize facial expression. The experimental results show that the
feature dimensions is greatly reduced and the rate of facial expression recognition is improved.
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1摇 Introduction

摇 Facial expression recognition is a research hotspot in
the field of human鄄computer interaction, computer
vision, human psychology and emotion simulation
[1]. Extracting an effective facial representation from
human face images is a vital component of any
successful facial expression recognition system.
Recognition performance is influenced by the
information contained in the expression representations
heavily [2]. The methods of facial expression feature

extraction are broadly divided into two types: global
feature extraction and local texture feature extraction.
Compared with global feature extraction, local feature
extraction is more robust to the changes of illumination
and posture. Local binary pattern ( LBP ) is a
traditional method for local feature extraction, which is
computationally efficient and robust to monotonic
illumination changes, but the LBP operator produces
very long histograms and thus in the case of a region
descriptor, it is very difficult to use. To overcome
these problems, center鄄symmetric LBP (CS鄄LBP) [3]
has been introduced which produces very small and
compact binary patterns. Then Taylor feature pattern
(TFP) [4] based on the LBP and Taylor expansion
has been presented to obtain an effective facial feature
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from the Taylor feature map. A more robust facial
descriptor, named as LDP [5], has been devised by
Jabid et al. , where the LDP representation of face
demonstrated better recognition performance than LBP.
In order to further improve the LDP operator and obtain
better recognition performance, Local directional
texture pattern ( LDTP ) [ 6 ] and dimensionality
reduced local directional pattern (DR鄄LDP) [7] have
been introduced. Local directional ternary pattern [8]
has been devised which efficiently encodes information
of emotion鄄related features by using the directional
information and ternary pattern. However, the above
improved methods ignored the importance of central
pixels to image texture features, which affects the
recognition rate.
摇 ELDP feature extraction method is proposed, which
encodes the central pixel and increases the difference
of various expressions to classify and recognize. Next,
the fusion of ELDP and Gabor [9] is used to extract
the facial expression features for enhancing the local
features and extracting more detailed and effective
texture information. Experimental results show that
compared with the existing local texture feature
extraction algorithm, the method proposed can greatly
reduce the feature dimension and improve the
recognition rate.

2摇 LDP and ELDP

2郾 1摇 LDP

摇 A LDP operator computes the edge response values
in all eight directions at each pixel position and
generates a code from the relative strength magnitude.
Given a central pixel in the image, the eight directional
edge response values { mi }, i = 0, 1,. . . , 7are
computed by Kirsch masks Mi [10] in eight different
orientations centered on its position.
摇 The response values are not equally important in all
directions. The presence of a corner or edge causes
high response values in some particular directions.
Here, the top k directional bit responses, bi, are set to
1. The remaining (8 - k) bit of the 8 bit LDP pattern
are set to 0. The best recognition rate is achieved when
k = 3 [5]. Fig. 1 shows the mask response and LDP

bit positions, and Fig. 2 shows an exemplary LDP code
with k = 3.

Fig. 1摇 LDP code
摇

Fig. 2摇 LDP code with k = 3
摇

2郾 2摇 ELDP

摇 The central pixel provides more information than its
neighborhood under some certain circumstances.
Though LDP features have great discriminative power,
LDP ignores the importance of central pixels to image
texture features, which may lead to the loss of
important information. In view of the above problems,
the ELDP operator is proposed, which adds encoding
to the central pixel.
摇 In order to encode the central pixel, the mean value
of the 3 伊 3 region including the central pixel is
obtained by using the Eq. ( 1 ) after calculating the
eight directional edge response values. And then, the
mean value is taken as the threshold, and the values of
the top threshold are set to 1, and set the other (9 -
k) values to 0. Finally, the ELDP code is derived
using Eq. (2):
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where mi is edge response values, mC is the gray value
of center pixel, and m is the mean value of the 3 伊 3
region. Fig. 3 shows a ELDP code. The process of
encoding one pixel of the image by using ELDP
operator is shown in Fig. 4.

Fig. 3摇 ELDP code
摇

Fig. 4摇 Encoding process of ELDP
摇

摇 The ELDP code of each pixel ( x, y) produces the
corresponding ELDP coding pattern according to the
original coordinate. After computing the ELDP code,
the input image I of size M 伊 N is represented by a
ELDP histogram HELDP using Eq. (3). The resultant
histogram HELDP is the ELDP descriptor of that image.
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where r is the ELDP code value. Fig. 5 shows the
ELDP expression feature extraction process.

Fig. 5摇 The ELDP expression feature extraction process
摇

摇 Although ELDP effectively extracts the expression
feature information, its feature extraction speed is
slower and the feature dimension is higher than other

local texture feature extraction algorithm. Therefore, in
order to solve the above problems, the following
research is performed in this paper.

3摇 Fusion of ELDP and Gabor for feature extraction

摇 Gabor filter is a popular linear filter used by image
processing community for edge detection. Gabor
functions is discovered that it can model simple cells in
the visual cortex of mammalian brains [11]. Hence, a
Gabor wavelet filter with different frequency and
direction can be obtained by setting the frequency and
direction of the Gabor filter, which can realize multi鄄
resolution and multi鄄direction analysis. A Gabor filter
can be represented by the following equation:

gv,u(x,y) =
椰kv,u椰

滓2 e
椰kv,u椰2椰z椰2

2滓2 [e(ikv,uz) - e - 滓2
2 ] (4)

where v and u define the orientation and scale of the
Gabor filters, z = (x,y), 滓 is the standard deviation of
the Gaussian function and determines the radius of the
Gaussian envelope, and 椰 · 椰 denotes the norm
operator, and the wave vector kv,u = kv ei渍 where kv =
kmax / f v and 渍u = 仔u / n. f is the spacing factor between
filters in the frequency domain, kmax is the maximum
spatial frequency of the filter bank and n is total
number of filter banks. The Gabor representation of a
face image is derived by convolving the face image with
the Gabor filters [12]. Let I(x,y) be the face image,
its convolution with a Gabor filter gv,u ( x, y ), is
defined as follows:
Ov,u(x,y) = I(x,y)*gv,u(x,y) (5)
where * denotes the convolution operator. v = 0,
1,. . . , 4 represents scales and u = 0, 1,. . . , 7
represents orientation of the Gabor filters. This results
in 40 different filters with different scales and
orientation. Convolving the image with each of the 40
Gabor filters can then generate the Gabor features. The
phase information of the transform is time鄄varying,
generally, only its magnitude is explored, thus one
magnitude value will be computed, resulting in 40
response values at each pixel position for each Gabor
filter. Therefore, the magnitude value of Gabor filter
can be represented by the following equation:

05



Issue 1 Luo Yuan, et al. / Facial expression recognition based on fusion of extended LDP and Gabor features

Gv,u(x,y) = Re(Ov,u(x,y)) 2 + Im(Ov,u(x,y)) 2

(6)
摇 The features extracted by the Gabor filter contain a
large amount of high dimensional data and redundant
information. Based on this observation, we argue that
combining Gabor filter with ELDP can enhance the
local features, and thus more detailed information can
quickly be extracted from ELDP operation. The ELDP
operator encodes the texture features of GMMs in
different directions and scales, denoted as 追LDPG:

追LDPG = 移
7

i = 0
(bi(G i - G)2 i + bi(Gc - G)28) (7)

where G i is ith directional features extracted by the
Gabor filter after the ELDP code, G is features
extracted by the Gabor filter after the ELDP code for
the average pixel value, and Gc is features extracted by
the Gabor filter after the ELDP code for center pixel.

Fig. 7摇 Facial expression representations using the combined fusion feature histogram

摇 In order to reduce the number of Gabor images, and
to retain the original Gabor image multi鄄scale multi鄄
directional local detail information. In this paper, the
Gabor feature of five scales and eight directions is
obtained by Gabor filter, and then the Gabor features
of different scales in the same direction are
superimposed, and the Gabor feature graphs in the
eight directions are superimposed as superimposed
feature graph (SFG), as shown in Fig. 6.
摇 Therefore, in this paper, the SFG are first obtained
from the Gabor filter, and then extract the ELDP
feature of the above eight SFG features using the ELDP
operator and the ELDP feature histogram of each SFG
is obtained. Finally, concatenating all the feature
histograms to get the fusion feature based on ELDP and
Gabor.

4摇 Facial expressionimage descriptor

摇 The fusion feature generated from the whole

Fig. 6摇 SFG

expression image loses some location information. But
for facial expression images, some degree of locations
and spatial relationship represents the expression image
content better. Consequently, following a similar
approach as Ref. [13], the histogram is modified to an
extended histogram, where the expression image is
divided into 8 伊 8 sub鄄regions. The histogram
sequences of each region are concatenated to describe
the overall information of facial expressions, thus not
only preserving the overall description of the facial
expression image, but also highlights the changes in
the facial detail and reduces the feature data
dimension, and the extended histogram is built as
follows

H = 移
7

x = 1
移

6

y = 1
f(鬃G(x,y),r) (8)

where f ( a, r) =
1;摇 a = r
0;{ 摇 other

, r is the ELDP code

value. Finally, concatenating all the sub鄄regions
distributions yields the feature descriptor shown in
Fig. 7.
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5摇 Experimental results and analysis

摇 SVM [14] is a well鄄established statistical learning
theory that has been successfully applied in various
classification tasks in computer vision. So we adopt
SVM to classify facial expressions.
摇 Most facial expression recognition systems attempt to
recognize a set of prototypic emotional expressions like
anger, disgust, fear, happy, sadness, and surprise
[15]. The experiments are conducted on the Japanese
female facial expression ( JAFFE ) [ 16 ] and the
extended Cohn鄄Kanade (CK + ) database [ 17 ].
JAFFE database contains 213 images of female facial
expression expressed by 10 subjects. The CK +
database consists of 123 subjects and 593 image
sequences. Among 593 video sequences, 327
sequences have emotion labels. All the 327 sequences
are categorized into the following seven emotions:
anger, happy, sad, contempt, fear, surprise, and
disgust. The image sequences change from onset ( the
neutral frame ) to peak ( expressive frame ). For
focusing on the single image facial expression analysis,
the peak frames should be picked out from each image
sequence as the face image used. In order to verify the
effectiveness of the proposed algorithm, all the samples
were cropped from the original one using the positions
of two eyes and resized into 64 伊 64 pixels, and
partitioned the images into 8 伊 8 regions.
摇 In the experiment, the facial expression features of
JAFFE and CK + database were extracted by weighted鄄
projection鄄based LBP ( WPLBP ) [ 18 ], dynamic
Gabor volume feature (DGVF), multiscale cell local
intensity increasing patterns (MC鄄LIIP) [19], spatio鄄
temporal manifold ( STM ) [ 20 ], LDP and the
proposed method, respectively. Finally, SVM was
used for classification. The proposed protocol in
Ref. [13] is followed and the leave鄄one鄄out is taken
cross validation strategy. The samples from one subject
are used for testing and the samples from the remaining
subjects are used for training for each time. The above
process is repeated 118 times and the overall accuracy
is computed as the performance. The experimental
comparison result of facial expression recognition rate is
given in Table 1, which is compared with WPLBP,

DGVF, STM, MC鄄LIIP, LDP and the proposed
method. Table 1 shows that the average recognition
rate of the proposed method is 96郾 57% for CK +
database, which is 1郾 07% higher than that of WPLBP
with the highest recognition rate in the above
algorithms, and the average recognition rate of the
proposed method is 91郾 43% for JAFFE database,
which is the best recognition rate in the above
algorithms. At the same time, the average time of the
proposed method in this paper carried out a complete
facial expression recognition for CK + database is
60郾 27 ms, which is the shortest computing time
compared with several other algorithms.

Table 1摇 Facial expression recognition rate and time of
different algorithm

Method
Recognition rate

JAFFE / % CK + / %
Time / ms

WPLBP 89郾 41 95郾 50 74郾 68

DGVF 87郾 20 93郾 60 92郾 35

STM 88郾 35 94郾 13 78郾 49

MC鄄LIIP 89郾 30 93郾 70 103郾 26

LDP 85郾 40 93郾 40 87郾 79

ELDP + Gabor 91郾 43 96郾 57 60郾 27

摇 To get a better picture of the recognition accuracy of
individual expression types, the confusion matrice
( CM) for 6鄄class expression recognition using the
CK + database are given in Table 2. It can be
observed that, anger, disgust, happy and surprise can
be recognized with high accuracy, while the recognition
rates of fear and sadness are lower than others due to
their facial expression features are not obvious enough.

Table 2摇 CM of 6鄄class facial expression recognition using
SVM

Expression / % Anger Disgust Fear Happy Sadness Surprise

Anger 96郾 4 - - - 3郾 6 -

Disgust 2郾 1 96郾 8 - - - 1郾 1

Fear 1郾 6 - 94郾 1 - 4郾 3 -

Happy - - - 100 - -

Sadness 1郾 8 - 5郾 7 - 92郾 5 -

Surprise - - 0郾 4 - - 99郾 6
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6摇 Conclusions and future work

摇 A novel local image descriptor based on ELDP code
is proposed in this paper, which is a available way to
solve the problem that LDP ignores the importance of
central pixels to image texture features. Meanwhile, in
order to enhance the local features to improve the
recognition rate, a new fusion method of ELDP and
Gabor is presented. Experimental results prove that the
proposed method not only greatly reduces the feature
dimension, but also improves the recognition rate while
maintaining better real鄄time performance compared with
the current local feature extraction methods. The most
obvious changes of facial expressions are eyebrows,
eyes and mouth areas. Therefore, the enhancement of
these three regions will be the further study in the
subsequent works, and thus further improves the
recognition rate of facial expression recognition.
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